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1. General introduction and motivation

History:

Heisenberg et al. and the lattice (1930’s)

Snyder and ‘fuzz’ (1947); Lorentz invariance

von Neumann and ‘noncommutative
geometry’ (1950’s)

Connes and ‘noncommutative differential
geometry’ (1980’s)
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The simplest expression of Snyder’s idea:

Consider S2 with an action of SO3; choose a
lattice: the north and south poles; this breakes
SO3 invariance

The lattice algebra of functions = C× C; extend
to M2(C) to recover the invariance; the two
points become two ‘cells’; an ‘observable’ is an
hermitian 2× 2 matrix, with two real eigenvalues,
its values on the two ‘cells’

Similar to replacing a classical spin which can
take two values by a quantum spin of total spin
1/2; only the latter is invariant under SO3

General s with n = 2s+ 1; replace M2 by Mn;
there are n cells of area 2πk̄ with

n ' Vol(S2)
2πk̄

, [k̄] = (length)2
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Mathematics:

Formulate as much as possible the geometry
of a manifold V in terms of an algebra C(V )
of complex-valued functions (smooth,
continuous, measurable, all functions)
(Koszul 1960’s)

Replace the algebra C(V ) 7→ A by a
noncommutative algebra A (associative, with
unit and with an involution ∗)

Since V as a manifold of dimension m can be
embedded in Rn for some n > m, choose A
defined in terms of n generators and n−m

relations

Represent the algebra A by an algebra of
operators on a Hilbert space
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Physics:

Practical physics: introduce a cut-off Λ;
points ‘fuzzy’ to order Λ−1

‘Fundamental’ Physics: replace points by
‘Planck cells’; no UV divergences

Solid-state analogy: Coordinates as order
parameters; course-graining

Related things: random lattices, qantum nets,
twistors, Sakarov’s induced gravity, Wheeler’s
graviton as phonon et cætera

Unrelated things: Schrödinger’s position
operators

q(t) = x(t) +m−2S× p(t)

to explain the Zitterbewegung of an electron
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Comparison with quantum mechanics: particle in
a plane: (x1, x2, p1, p2)

a) Classical mechanics: 4 commuting operators

b) Quantum mechanics: [xi, pj ] = ~δi
j ;

‘Bohr cells’ of area 2π~

c) Magnetic field B normal to the plane:
[p1, p2] = i~eB; ‘Landau cells’ of area ~eB;
IR cut-off: p2 & ~eB

d) Gaussian curvature K: p2 & ~2K

e) ‘Quantized’ coordinates: xi 7→ qi;
[q1, q2] = ik̄q12; ‘Planck cells’ of area 2πk̄;
UV cut-off: p2 . ~2/k̄

Situations d) and e) together imply:

I =
∫

dp1dp2

p2
1 + p2

2

∼ log(k̄K)
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Let φr be eigenmodes of an operator ∆,
∆φr = λrφr, which span a Hilbert space H ⊂ A:

Tr (φ∗rφs) = δrs, φ =
∑

r

φrTr (φ∗rφ)

The 2-point function G ∈ H ⊗H:

G =
∑

r

λ−1
r φr ⊗ φ∗r

Suppose A = A(q1, q2) and rewrite

qµ ⊗ 1 = q̄µ + δqµ, 1⊗ qµ = q̄µ − δqµ

Then if q12 is in the center of the algebra

[q̄µ, δqν ] = 0, [q̄1, q̄2] = [δq1, δq2] =
1
2
ik̄q12

There can be no state |0〉 (on the diagonal) with

δq1|0〉 = 0, δq2|0〉 = 0
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Complication: q12 need not lie in the center

Conjecture to determine q12:

it determines (in Wheeler’s language) the ‘lattice’
spacings away from (flat space) equilibrium;
it is in 1-1 correspondence with the classical
‘gravitational’ field

As examples we shall find that (after addition of a
differential calculus) if

a) q12 = q3,
∑

(qi)2 = r2: the surface is a sphere

b) q12 = 1: the surface is flat

c) k̄q12 = −2hq2: the surface is a pseudosphere

In phase space the Jacobi identities imply:

[qi, pj ] = i~δi
j + ik̄Ai

j
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A noncommutative vision of gravity:

The euclidean classical action:

S[g] = ΛcVol(V )[g] + µ2
P

∫
V

R+ · · ·

The euclidean quantum action:

Γ[g] = S[g] +
1
2

~Tr log ∆[g] ' z0µ
4
P Vol(V )[g]) +

z1µ
2
P

∫
V

R+ z2(log
µP

µ
)S2[g] + 0(~2) + · · ·

∆[g]: any mode in a gravitational field g

Sakharov’s idea: there is no classical action

Wheeler’s idea: ‘Gravitation is to particle physics
as elasticity is to chemical physics: merely a
statistical measure of residual energies.’

Noncommutative version: Gravitation is a
measure of a variation of the spectral distribution
of some operator away from an ‘equilibrium’ value
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A typical model:

Replace (Minkowski) coordinates xµ by generators
qµ of a noncommutative algebra Ak̄ with

[qµ, qν ] = ik̄qµν , k̄ ' µ−2
P = G~

Structure of the algebra: [qλ, qµν ] et cætera

‘Heisenberg’ uncertainty relations: Λ2k̄ . 1

Fuzzy space-time: cells of volume ' (2πk̄)2

In the limit µP →∞: qµ → xµ or perhaps:
Singular ‘renormalization constant’: qµ → z xµ

Representation: qµ become unbounded hermitian
operators on some Hilbert space

The whole idea is contained in the diagram

Ak̄ ⇐= Ω∗(Ak̄)

⇓ ⇑

Cut-off Gravity
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2. Finite-dimensional models

Consider the decomposition Cn = Cm ⊕ Cn−m

Then

Mn =

 Mm M−′
n

M−′′
n Mn−m

 = M+
n ⊕M−

n

with M+
n = Mm ×Mn−m, M−

n = M−′
n ∪M−′′

n

Examples: n = 2, m = 1, n = 3, m = 1

Mn = Mn(xa) =

{(xa) | xa = k̄r−1Ja, [Ja, Jb] = iεabcJ
c,

JaJ
a = (n2 − 1)/4 = r4/k̄2}

From Casimir relation: gabx
axb = r2, n ' 4πr2

2πk̄

Mn = Al/n = Mn(u, v) =

{(u, v) | un = vn = 1, uv = qvu,

q = e2πiα, α = l/n}
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Representation of A1/n: {|j〉1}, {|k〉2} ∈ Cn

u|j〉1 = qj |j〉1, v|j〉1 = |j + 1〉1,
u|k〉2 = |k − 1〉2, v|k〉2 = qk|k〉2

‘Fourier’ transformation:

|j〉1 =
1√
n

n−1∑
l=0

q+jk|k〉2, |k〉2 =
1√
n

n−1∑
j=0

q−jk|j〉1

One deduces immediately the relations

uv = qvu, un = 1, vn = 1, qn = 1

Define hermitian matrices x and y by

x|j〉1 =
k̄

r
j|j〉1, y|k〉2 =

k̄

r
k|k〉2

One finds that

u = eix/r, v = eiy/r, q = eik̄/r2
, n =

(2πr)2

2πk̄
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The algebra Mn has derivations
Der(Mn) =

{X : Mn →Mn | X(fg) = Xfg + fXg}

For example: e1 =
1
ik̄

ad y, e2 = − 1
ik̄

adx

e1u = ir−1u(1− nP2), e1v = 0,

e2u = 0, e2v = ir−1v(1− nP1)

with P1 = |0〉2〈0|, P2 = |n− 1〉1〈n− 1|

One finds e1u
n = 0, e2v

n = 0, [e1, e2] = 0

Recall 2-torus with ũ = eix̃/r, ṽ = eiỹ/r and
ẽ1f = ∂x̃f, e2f = ∂ỹf :

ẽ1ũ = ir−1ũ, ẽ1ṽ = 0,

ẽ2ũ = 0, ẽ2ṽ = ir−1ṽ

With lattice: ũn = 1, ṽn = 1 but no derivations
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3. Differential calculi

Consider associative A and a graded algebra

Ω∗(A) =
⊕
i≥0

Ωi(A), Ω0(A) = A

direct sum of a family of A-bimodules; if the
grading is a Z2-grading we write Ω+(A) = A

A differential d is a graded derivation of Ω∗(A)
with d2 = 0; if α ∈ Ωi(A) and β ∈ Ωj(A) then
αβ ∈ Ωi+j(A) and d(αβ) ∈ Ωi+j+1(A) with

d(αβ) = dαβ + (−1)iαdβ

Differential algebra = a graded algebra with d

We say Ω∗(A) is a differential calculus over A

Universal calculus: Ω∗u(A)

There exists a construction uniquely defined by
the bimodule Ω1(A)
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Define the map A du−→ A⊗A by

duf = 1⊗ f − f ⊗ 1

Define Ω1
u(A) ⊂ A⊗A image of du; for Ω1(A)

another bimodule of 1-forms define

Ω1
u(A)

φ1−→ Ω1(A)

by
φ1(duf) = df

Because d1 = 0 the map is well defined; we have

A du−→ Ω1
u(A)

‖ φ1 ↓

A d−→ Ω1(A)

We can write Ω1(A) = Ω1
u(A)/Kerφ1

Every bimodule of 1-forms can be so written

Product: Ω1(A)⊗A Ω1(A) π−→ Ω2(A)
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Example: let A = C(V ) and Ω1(A) ≡ Ω1(V )

If f ∈ A then duf is the function of 2 variables

duf(x, y) = f(y)− f(x)

The de Rham 1-form: df = ∂λfdx
λ

Expand the function f(y) about the point x:

f(y) = f(x) + (yλ − xλ)∂λf + · · ·

The map φ1 is given by

φ1(yλ − xλ) = dxλ

It annihilates f(x, y) ∈ Ω1
u(A) 2nd order in x− y

One such form is fdug − dugf :

(fdug− dugf)(x, y) = −(f(y)− f(x))(g(y)− g(x))

It does not vanish in Ω1
u(A) but its image in

Ω1(A) under φ1 is equal to zero
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The Dirac operator /Dψ = iγαDαψ, ψ ∈ H

/D =
(

0 D−

D+ 0

)
, H = H+ ⊕H−,

/Dψ = D+ψ+ +D−ψ−, D±ψ± ∈ H∓

Moving frame eα with θα(eβ) = δα
β :

/D(fψ) = (ieαf)γαψ + f/Dψ

and therefore

eαfγ
α = −i[/D, f ]

Map γα 7→ θα; write

d̂f = eαfθ
α = −i[/D, f ]

If the commutator is taken to be graded we have

d̂2f = −[/D2, f ], d̂2 6= 0

The set (A,H, /D) is called a spectral triple
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Example: write C2 = C1 ⊕ C1 and decompose

M2 = M+
2 ⊕M−

2

The commutative algebra M+
2 is the algebra of

functions on 2 points

Graded derivation d̂α of α ∈Mn:

d̂α = −[η, α], η ∈M−
n

The bracket is graded and η is antihermitian

We find d̂η = −2η2 and d̂2α = [η2, α]

Set η2 = −1: d̂ ≡ d, d2 = 0;
Ω∗η = M2 is a differential calculus over M+

2

Since for all p: Ω2p
η = M+

2 , Ω2p+1
η = M−

2

we can identify

Ω∗η = Ω+
η ⊕ Ω−η , Ω±η = M±

n

Notice that dη + η2 = 1

Spectral triple: (M+
2 ,C2, iη)
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Example: write C3 = C2 ⊕ C1 and decompose

M3 = M+
3 ⊕M−

3

The algebra M+
3 = M2 ×M1 ∼ functions on 2

points with an extra structure on one

Graded derivation d̂α = −[η, α] of α ∈Mn with

η =

 0 0 a1

0 0 a2

−a∗1 −a∗2 0

 ∈M−
n

We have Ω0
η = M+

3 , Ω1
η = M−

3

It is not possible to have d̂2 = 0; define

Ω2
η = M+

3 /Im d̂2 = M1, Ωp
η = 0, p ≥ 3

Ω∗η is a differential calculus over M+
3

Notice that again dη + η2 = 1

Spectral triple: (M+
3 ,C3, iη)

19



Example: Mn with basis λa:

λaλb =
1
2
Cc

abλc +
1
2
Dc

abλc −
1
n
gab

Killing metric: gab; structure constants: Cc
ab

Contruct Ω∗(Mn) with generators θa and relations

fθb = θbf, θaθb = −θbθa

and a differential defined by

dλa = Ca
bc λ

bθc, dθa = −1
2
Ca

bc θ
bθc

Special 1-form: θ = −λaθ
a = − 1

nλadλ
a

From the definitions df = −[θ, f ]

Notice that dθ + θ2 = 0

Spectral triple: (Mn,Cn, iθ)
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4. Yang-Mills connections

Connection ≡ covariant derivative

Left connection (Yang-Mills) on left A-module H:

H D−→ Ω1(A)⊗A H

with a left Leibniz rule

D(fψ) = df ⊗ ψ + fDψ, f ∈ A, ψ ∈ H

Extension: Ω∗(A)⊗A H
D−→ Ω∗(A)⊗A H by

D(α⊗ ψ) = dα⊗ ψ + (−1)nα⊗Dψ, α ∈ Ωn(A)

We shall drop the ‘⊗’ symbol

In particular one verifies that

D2(fψ) = fD2ψ

Define Curv(ψ) = D2ψ
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Example with differential calculus Ω∗η over M+
3

and with H the bimodule M+
3 :

Covariant derivative: D(0)ψ = −ηψ

In fact: D(0)(fψ) = −ηfψ = −fηψ + dfψ

General case: Dψ = −ηψ − ψφ

One can write Dψ = dψ + ωψ in terms of a
‘connection form’ ω which transforms as

ω′ = g−1ωg + g−1dg, g ∈ U2 × U1

In particular: η′ = η; therefore

ω = η + φ, φ′ = g−1φg

Curvature: Ω = dω + ω2 = 1 + φ2 = 1− |φ|2

Action: V (φ) = 1
4Tr (1− |φ|2)2

The electromagnetic action on the ‘space’ M+
3

22



Example with differential calculus Ω∗(Mn) over
Mn and with H the bimodule Mn:

Covariant derivative: D(0)ψ = −θψ

General case: Dψ = −θψ − ψφ

In terms of a ‘connection form’

ω′ = g−1ωg + g−1dg, g ∈ Un

In particular: θ′ = θ; therefore

ω = θ + φ, φ′ = g−1φg

Curvature: Ω = dω + ω2 = 1
2Ωabθ

aθb

where Ωab = [φa, φb]− Cc
ab φc

Cc
ab is a ‘Christoffel symbol’

Action: V (φ) = 1
4Tr (ΩabΩab)

The electromagnetic action on the ‘space’ Mn
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5. Metrics and linear connections

Let M an A-bimodule and Ω∗(A) a differential
calculus; covariant derivative

M D−→ Ω1(A)⊗AM

with left and right Leibniz rule and flip

M⊗A Ω1(A) σ−→ Ω1(A)⊗AM

Right Leibniz rule:

D(ξf) = σ(ξ ⊗ df) + (Dξ)f

σ ‘brings’ d to the left; in general σ2 6= 1

The de Rham σ necessarily of the form

σ(ξ ⊗ η) = η ⊗ ξ

The flip is necessarily A-bilinear

Bimodule A-connection: the couple (D,σ)
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Linear connection: M = Ω1(A)

We define the torsion map: Θ : Ω1(A) → Ω2(A)

by Θ = d− π ◦D ; it is left-linear and

Θ(ξ)f −Θ(ξf) = π ◦ (1 + σ)(ξ ⊗ df)

We impose π ◦ (σ + 1) = 0

Using σ one can also construct an extension

M⊗AM
D2−→ Ω1(A)⊗AM⊗AM

by D2(ξ ⊗ η) = Dξ ⊗ η + σ12 ◦ (ξ ⊗Dη)

Metric

Ω1(A)⊗A Ω1(A)
g−→ A, g ◦ σ ∝ g

The linear connection is metric compatible if

g23 ◦D2 = d ◦ g
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Example with differential calculus Ω∗η over M+
3 :

Ω1
η ⊗M+

3
Ω1

η = M+
3

Therefore σ = diag(µ, µ− 1), µ ∈ C

Define

η = η1 − η∗1 , ηij = ηi ⊗ η∗j , ζ = η∗1 ⊗ η1

Then σ(ηij) = µηij , σ(ζ) = −1

The unique bilinear metric is given by

g(ηij) = ηiη
∗
j ∈M2, g(ζ) = −e ∈M1

It is real on ηij and imaginary on ζ

The unique covariant derivative is given by

Dξ = −η ⊗ ξ + σ(ξ ⊗ η)

The torsion vanishes

Thw connection is metric compatible if µ = 1
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The parallelizable case: Ω1(A) is free as a left or
right A-module and has a special basis θa with

[f, θa] = 0, 1 ≤ a ≤ n

and dual to a set of derivations ea = adλa:

df = eafθ
a = [λa, f ]θa = −[θ, f ], θ = −λaθ

a

As a bimodule ‘Dirac operator’ θ generates Ω1(A)

In terms of the basis:

Dθa = −ωa
bcθ

b ⊗ θc, ωa
bc ∈ A

σ(θa ⊗ θb) = Sab
cdθ

c ⊗ θd, Sab
cd ∈ Z(A)

Linear connection Dθa = −θ ⊗ θa + σ(θa ⊗ θ)

A (more-or-less unique) metric: g(θa ⊗ θb) = gab

The connection is metric-compatible if

ωa
bdg

de + ωe
fgS

af
bhg

hg = 0
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Consistency condition:

2λcλdP
cd

ab − λcF
c
ab −Kab = 0

P cd
ab define the product in the algebra of forms:

θaθb = π(θc ⊗ θd) = P ab
cdθ

c ⊗ θd

F c
ab are related to the 2-form dθa:

dθa = −1
2
(F a

bc − 2λeP
(ae)

bc)θbθc

Kab are related to the curvature of the ‘Dirac
operator’:

dθ + θ2 =
1
2
Kabθ

aθb

The coefficients lie all in Z(A) (≡ C)

When

P ac
cd =

1
2
(δa

c δ
b
d − δa

dδ
b
c)

the F c
ab are hermitian, Kab anti-hermitian
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Reality conditions on d:

(df)∗ = df∗, (eaf
∗)∗ = eaf, λ∗a = −λa

For general f ∈ A and ξ ∈ Ω1(A) one has

(fξ)∗ = ξ∗f∗, (ξf)∗ = f∗ξ∗

There are Iab
cd ∈ Z(A) such that

(θaθb)∗ = ı(θaθb) = Iab
cdθ

cθd

and Jab
cd ∈ Z(A) such that

(θa ⊗ θb)∗ = 2(θa ⊗ θb) = Jab
cdθ

c ⊗ θd

Compatibility with the product: π ◦ 2 = ı ◦ π

Therefore: (ξη)∗ = −η∗ξ∗

One finds also the relations

(fξη)∗ = (ξη)∗f∗, (fξ ⊗ η)∗ = (ξ ⊗ η)∗f∗
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Reality conditions on D:

Dξ∗ = (Dξ)∗, (ωa
bc)∗ = ωa

de(Jde
bc)∗

From the Leibniz rules and the equalities

(D(fξ))∗ = D((fξ)∗) = D(ξ∗f∗)

for all f one finds the conditions

(fDξ)∗ = (Dξ∗)f∗, (ξ ⊗ η)∗ = σ(η∗ ⊗ ξ∗)

The reality condition for the metric becomes

g((ξ ⊗ η)∗) = (g(ξ ⊗ η))∗, Sab
cdg

cd = (gba)∗

Define the curvature as the map

Curv : Ω1(A) −→ Ω2(A)⊗A Ω1(A)

given by Curv = D2 = π12 ◦D2 ◦D
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Reality conditions on the curvature:

Curv(ξ∗) = (Curv(ξ))∗

We shall impose a stronger condition

D2(ξ ⊗ η)∗ = (D2(ξ ⊗ η))∗

There are Jabc
def ∈ Z(A) such that

(θa ⊗ θb ⊗ θc)∗ = Jabc
defθ

d ⊗ θe ⊗ θf

We find that

Jabc
def = Jab

pqJ
pc

drJ
qr

ef = Jbc
pqJ

aq
rfJ

rp
de

The second equality is the Yang-Baxter Equation

It becomes the braid equation for the map σ:

σ12σ23σ12 = σ23σ12σ23

31



6. Infinite-dimensional models

The example A = C(V )⊗Mn (Kaluza-Klein):

Ω1(Mn) '
d⊕
1

Mn, n >> d

Differential calculus: Ω∗(A) = Ω∗(V )⊗ Ω∗(Mn)

Therefore Ω1(A) = Ω1
h ⊕ Ω1

v with

Ω1
h = Ω1(V )⊗Mn, Ω1

v = C(V )⊗ Ω1(Mn)

The differential df of f ∈ A is given by

df = dhf + dvf, θi = (θα, θa)

Gauge group (left): Un = C(V )⊗ Un

We have Ωψ = D2ψ where (with Kab = 0)

Ω =
1
2
Ωijθ

iθj =
1
2
Fαβθ

αθβ+Dαφbθ
αθb+

1
2
Ωabθ

aθb
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with Ωab = [φa, φb]− Cc
abφc

The electromagnetic action for (A,φ) is

S[A,φ] =
1
4
Tr

∫
FαβF

αβ

+
1
2
Tr

∫
DαφaD

αφa −
∫
V (φ)

with V (φ) = − 1
4Tr (ΩabΩab)

If d = 3 the (hidden) ‘quantum cell’ has area

2πk̄ ' 1
n

4πr2

The potential V (φ) vanishes when φ lies on a
gauge orbit of a representation of SU2

There are p(n) ' eπ
√

2n/3

4n
√

3
such orbits

The gravitational action is Einstein-Hilbert in
‘dimension’ 4 + d (plus Gauss-Bonnet terms)
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The examples Cn
q and Rn

q :

The SOq(n) braid matrix has a decomposition

R̂ = qPs − q−1Pa + q1−nPt

with the Ps, Pa, Pt mutually orthogonal and

Ps + Pa + Pt = 1

For example Pt
ij

kl = (gmngmn)−1gijgkl and

gil R̂
±1lh

jk = R̂∓1hl
ij glk,

gil R̂±1jk
lh = R̂∓1ij

hl g
lk

The gij is the q-deformed euclidean metric

The q-euclidean ‘spaces’ Cn
q : generators xi with

Pa
ij

klx
kxl = 0

Real q-euclidean ‘spaces’ Rn
q : q ∈ R+ and

(xi)∗ = xjgji

The ‘length’ squared r2 = gijx
ixj = (xi)∗xi

generates the center of Rn
q
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Extend Rn
q by r, r−1 and the dilatator Λ

xiΛ = qΛxi, Λ∗ = Λ−1

Center now trivial; set dΛ = 0

Two SOq(n)-covariant differential calculi:

xiξj = qR̂ij
klξ

kxl

for Ω1(Rn
q ) and

xiξ̄j = q−1R̂−1ij
klξ̄

kxl

for Ω̄1(Rn
q ); no real calculus

Extend the involution to Ω1(A)⊕ Ω̄1(A) by

(ξi)∗ = ξ̄jgji

There exists a frame (θa, θ̄a) with (θa)∗ = θ̄bgba
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The example R1
q:

The algebra R1
q: x and Λ with xΛ = qΛx

We choose x hermitian and q ∈ (1,∞)

Write x = qy: Λ−1yΛ = y + 1

Differential calculus Ω∗(R1
q):

xdx = qdxx, dxΛ = qΛdx

Introduce z = q−1(q − 1) > 0 and choose

λ1 = −z−1Λ

The calculus is defined by e1 = adλ1

Adjoint derivation e†1 of e1: e†1f = (e1f∗)∗

Since Λ is unitary e1 is not real; use Ω̄∗(R1
q):

xd̄x = q−1d̄xx, d̄xΛ = qΛd̄x

based on ē1 formed from λ̄1 = −λ∗1: e†1 = ē1
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The dual frames θ1 and θ̄1:

θ1 = θ11dx, θ11 = Λ−1x−1,

θ̄1 = θ̄11 d̄x, θ̄11 = q−1Λx−1

Consider the element of R1
q × R1

q:

λR1 = (λ1, λ̄1) = z−1(−Λ,Λ−1)

The eR1 = adλR1 is real; the structure of

Ω∗R(R1
q) ⊂ Ω∗(R1

q)× Ω̄∗(R1
q)

is given by the relations dRθ
1
R = 0, (θ1R)2 = 0

The forms θ1, θ̄1 and θ1R are exact

There are two torsion-free connections, one
compatible with the unique local metric:

g(θ1R ⊗ θ1R) = 1

The flip: σR = 1; the covariant derivative is real
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Represent R1
q on a Hilbert space Rq = {|k〉} by

x|k〉 = qk|k〉, Λ|k〉 = |k + 1〉

The element y has the representation

y|k〉 = k|k〉

Extend to the differential calculus:

For the two elements dx and d̄x:

dx|k〉 = qk+1|k + 1〉, d̄x|k〉 = qk|k − 1〉

Then θ1 = 1, θ̄1 = 1

The dRx can be represented by the operator

dRx|k〉 = qk(q|k + 1〉+ |k − 1〉)

We have placed a bar over the second copy of Rq

On Rq ⊕Rq we have the representation

θ1R = 1
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Interpretation of the metric in terms of
observables since we have a representation of x
and dRx on the Hilbert space Rq

In this representation the distance s along the
‘line’ x is given by the expression

ds(k) = ‖
√
g′11dRx(|k〉+ |k〉)‖ = ‖θ1R(|k〉+ |k〉)‖

We have used here

g′11 = g(dRx⊗ dRx) = (eR1x)2g(θ1R ⊗ θ1R)

We find that

ds(k) = ‖ |k〉+ |k〉 ‖ = 1

The ‘space’ is discrete and the spacing between
‘points’ is uniform
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The example R3
q:

We set xa = (x−, y, x+), h =
√
q − 1/

√
q

The defining relations are

x−y = q yx−,

x+y = q−1yx+,

[x+, x−] = hy2

The metric matrix is given by gij = gij with

gij =


0 0 1/

√
q

0 1 0
√
q 0 0


By direct calculation one finds that

Pt
ab

cdθ
cθd = 0, Ps

ab
cdθ

cθd = 0

Therefore
P ab

cd = P(a)
ab

cd
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Consider the elements λa ∈ R3
q with

λ− = +h−1qΛy−1x+,

λ0 = −h−1√qΛy−1r,

λ+ = −h−1Λy−1x−

The ea = adλa are dual to the θa

Commutation relations identical to those of xa:

λ−λ0 = qλ0λ−,

λ+λ0 = q−1λ0λ+,

[λ+, λ−] = h(λ0)2

These equations can be rewritten more compactly
in the form

P ab
cdλaλb = 0

This is the consistancy relation of the frame
formalism with Ca

bc = 0, Fab = 0
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Example: the Lobachevsky plane

Let V = {(x̃, ỹ) ∈ R2 | ỹ > 0}

A moving frame is given by

θ1 = ỹ−1dx̃, θ2 = ỹ−1dỹ, ds2 = ỹ−2(dx̃2 + dỹ2)

Introduce Ah with hermitian generators (x, y) and
relation

[x, y] = −2ihy

A real frame is given by

θ1 = y−1dx, θ2 = y−1dy

The structure of Ω∗(A) is given by

(θ1)2 = 0, (θ2)2 = 0, θ1θ2 + θ2θ1 = 0

This algebra and differential calculus are invariant
under the coaction of the Jordanian deformation
of SL2; Killing: sl(2,R)
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Metric: g(θa ⊗ θb) = gab

The unique torsion-free, metric-compatible linear
connection:

Dθ1 = θ1 ⊗ θ2, Dθ2 = −θ1 ⊗ θ1

The curvature map becomes

Curv(θ1) = θ1θ2 ⊗ θ2, Curv(θ2) = −θ1θ2 ⊗ θ1

Noncommutative Lobachevsky: R1212 = −1

Representation: introduce (ξ, η) with [ξ, η] = 2ih

Express: x = ξη − ih, y = ξ

Find a representation of ξ and η

Define Λ = eix, q = e−2h

Then yΛ = qΛy , which defines R1
q with another

differential calculus
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